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Pretraining has driven NLP progress 

instruction finetuning brings further gains  

This work: scaling up instruction finetuning 

Key findings: 

Highlight: Flan-PaLM 540B finetuned on 1.8K tasks 

beats SotA (PaLM 540B) +9.4% across 4 benchmarks

(T0) V. Sanh et al., "Multitask Prompted Training Enables Zero-Shot Task Generalization", ICLR (2022)  
H. Chung et al., "Scaling Instruction-Finetuned Language Models", arxiv (Oct. 2022) 
(PaLM) A. Chowdhery et al., "Palm: Scaling language modeling with pathways", arxiv (2022)
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chain-of-thought (CoT) in finetuning mix: useful
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Progress on Massive Multitask Language Understanding (MMLU)
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Hypermind forecast of June 2023 SotA

Hypermind forecast of June 2024 SotA

CoT: Chain-of-Thought 
SC: Self-Consistency

MMLU: 57 tasks spanning mathematics, US 
history, computer science, law, virology, etc.

random guessing (25%)

average (unspecialised) Amazon Mechanical Turker (34.5%)

average human expert (95  percentile) (89.8%)th
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My tweet was 
out of date!

https://colab.research.google.com/drive/1plhkdUhQB-IijHAQTXlQaGolIgcBGrfe?usp=sharing
https://prod.hypermind.com/ngdp/en/showcase2/showcase.html?sc=JSAI


Commissioned by J. Steinhardt and his team as part of an effort to forecast AI progress 

Topics: geopolitics & future capabilities (5K USD prize/benchmark for 2022, 2023, 2024, 2025) 

Funded by Open Philanthropy and run on the Hypermind prediction market platform 

Structure of competition:

Background on the June 2023 MMLU Hypermind Forecast

References/Notes/Image credits 
(Forecasts) https://prod.hypermind.com/ngdp/en/showcase2/showcase.html?sc=JSAI (relevant challenges updated 15th August 2022) 
(Hypermind prediction market) https://predict.hypermind.com/hypermind/app.html#welcome 
(AI Forecasting: One Year In) https://bounded-regret.ghost.io/ai-forecasting-one-year-in/

How were results one year in? 

Question: "Was progress surprising, or were the forecasters bad?" 

Possible limitations: 

Recommended reading

Not very good (2/4 forecasts outside 90% credible intervals)

$5K prize per benchmark (4 questions) - not enough incentive

Interface does not allow arbitrary prob. distributions Forecasters just not skilled enough

Subjective assessment from Steinhardt: progress until June 30th 2022 was still "surprising"

Steinhardt credits the question design to Alex Wei, Collin Burns, Jean-Stanislas Denain, and Dan 
Hendrycks https://bounded-regret.ghost.io/ai-forecasting/

https://prod.hypermind.com/ngdp/en/showcase2/showcase.html?sc=JSAI
https://predict.hypermind.com/hypermind/app.html#welcome
https://bounded-regret.ghost.io/ai-forecasting/


Note: "the hypermind aggregate combines all crowd forecasts but places higher weight on forecasters with a good track record"

The MMLU June 2023 Forecast (updated August 2022)

References 
(MMLU) D. Hendrycks et al., "Measuring Massive Multitask Language Understanding", ICLR (2020)

"Interestingly, the Hypermind median is only at 72.5% right 

now. Given the ability to combine Minerva + Chinchilla, 

this intuitively seems too low to me." (Steinhardt, July 2022)

Flan-PaLM: CoT+SC (540B)

Other forecasts: Metaculus and Steinhardt

Takeaway: the hypermind forecasts were conservative relative to alternatives Recommendation: contribute to future forecasts!

Recommended reading

Probability density Closes 29th June 2023

Steinhardt median estimate: 82% 70 75 80 85 90 95 100
Metaculus

(Reference for hypermind aggregate) J. Steinhardt, https://bounded-regret.ghost.io/ai-forecasting/ (2021) 
(Forecast for 2023 and quote about hypermind median) https://bounded-regret.ghost.io/forecasting-math-and-mmlu-in-2023/

94 forecasters

update window

https://bounded-regret.ghost.io/ai-forecasting/


Flan Finetuning: Data and Language Models

References/image credits: 
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(Natural Instructions v2) Y. Wang et al., "Benchmarking generalization via in-context instructions on 1,600+ language tasks", arxiv (2022)

T5 (2020) PaLM (2022)

U-PaLM (2022)

(T5) C. Raffel et al., "Exploring the limits of transfer learning with a unified text-to-text transformer", JMLR (2020) 
(PaLM) A. Chowdhery et al., "Palm: Scaling language modeling with pathways", arxiv (2022) 
(U-PaLM) Y. Tay et al., "Transcending Scaling Laws with 0.1% Extra Compute", arxiv (2022) 

Data Language models

Model sizes studied 

80 million parameters 

540 billion parameters 

Note: finetuning uses at 

most 1.6% of compute 

(relative to pretraining)

up to



Objective: assess Flan-PaLM on world knowledge and reasoning tasks 

Do not evaluate on GPT-3 test suite (training sets are included in Flan-PaLM finetuning mixture)

Evaluation data

References: 
H. Chung et al., "Scaling Instruction-Finetuned Language Models", arxiv (Oct. 2022) 
(GPT-3) T. Brown et al., "Language models are few-shot learners", NeurIPS (2020) 
(MMLU) D. Hendrycks et al., "Measuring Massive Multitask Language Understanding", ICLR (2020) 
(BBH) M. Suzgun et al., "Challenging BIG-Bench Tasks and Whether Chain-of-Thought Can Solve Them", arxiv (2022) 
(TyDiQA) J. Clark et al., "TyDi QA: A benchmark for information-seeking question answering in typologically diverse languages", ACL (2020) 
(MGSM) F. Shi et al., "Language Models are Multilingual Chain-of-Thought Reasoners", arxiv (2022)

MMLU

BBH

TyDiQA

MGSM

exam questions across 57 tasks (mathematics, law, medicine etc.)

23 tasks from BIG-Bench (where PaLM is worse than average human rater)

question answering across 8 typologically diverse languages

multilingual benchmark of mathematics problems translated to 10 languages

Note: benchmarks also used by PaLM (did not find data contamination)



Scaling up to 540B parameters and 1.8K tasks

References/image credits: 
H. Chung et al., "Scaling Instruction-Finetuned Language Models", arxiv (Oct. 2022)

Experiments on PaLM architectures few-shot prompted accuracy (exact match) on held-out tasks 

Metric: normalised average on MMLU, BBH, TyDiQA, MGSM (various direct/CoT combinations)

+9.4%

model scaling continues 
to deliver major gains

major gains minor gains

Why do gains flatten? 
Possible explanations: 
1. Extra tasks not diverse 
2. Gains come from eliciting 

existing knowledge 
Note: finetuning contributes 
only 0.2% of total tokens



Flan-PaLM CoT finetuning (comparison to SotA)

References/image credits: 
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PaLM (direct) code-davinci-002 
+CoT

ByT5 PaLM + translate + CoTcode-davinci-002 
+CoT



Including chain-of-thought data in finetuning

References/image credits: 
H. Chung et al., "Scaling Instruction-Finetuned Language Models", arxiv (Oct. 2022)

no finetuning

Non-CoT finetuning

CoT finetuning
CoT + non-CoT finetuning

CoT finetuning
no finetuning

Non-CoT finetuning
CoT + non-CoT finetuning

Note: there are only 9 CoT finetuning datasets, but 496 non-CoT finetuning datasets 

Takeaway: instruction finetuning improves unseen tasks in the same prompting paradigm

harms performance!

Both CoT and non-CoT required for good results in both paradigms



Zero-shot chain-of-thought reasoning

References/image credits: 
H. Chung et al., "Scaling Instruction-Finetuned Language Models", arxiv (Oct. 2022) 
("Let's think step by step") T. Kojima et al., "Large Language Models are Zero-Shot Reasoners", arxiv (2022)

Zero-shot CoT reasoning useful since few-shot CoT exemplars require prompt engineering 

The phrase "let's think step by step" is used for zero-shot CoT prompting

Model size

Takeaway: Finetuning on CoT data enables zero-shot CoT reasoning



Results: instruction finetuning for different models

References/image credits: 
H. Chung et al., "Scaling Instruction-Finetuned Language Models", arxiv (Oct. 2022) 
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Evaluating open-ended generation
Standard benchmarks may not correlate with human preferences about model outputs 

Human study is run on outputs on 190 open-ended questions spanning creativity, reasoning etc. 

Compare PaLM 540B and Flan-PaLM 540B (sample 5 responses with , rank and filter)τ = 0.7

References/image credits: 
H. Chung et al., "Scaling Instruction-Finetuned Language Models", arxiv (Oct. 2022) 
(observation that human preferences can differ from benchmark rankings) L. Ouyang et al., "Training language models to follow instructions with human feedback", arxiv (2022)

Takeaway: instruction-finetuning produces 

responses to open-ended zero-shot 

questions that are preferred by humans



Qualitative Examples

References/image credits: 
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Flan-PaLM responses to open-ended questions



Related Work
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Instruction finetuning 

Differences to prior work: 
•Build on mixtures of prior datasets (and add new CoT data etc.) 
•Explore larger model scaling (up to 540B params vs 137B) 
•Finetune on a mixture of zero-shot and few-shot instruction formats

Reasoning via finetuning 
Prior work has either: 
•finetuned on a single reasoning dataset 
•explored models of smaller scale 
Flan-PaLM: finetuning mixture (inc. CoT) helps unseen reasoning tasks 
Also related, finetuning on self-generated CoT datasets 
Flan-PaLM: finetune jointly on both CoT and non-CoT data 

Compute-efficient LM improvements 
Scaling LMs brings gains but is costly 
Improvements via compute-efficient alternatives 

Flan-U-PaLM shows that UL2R is complementary 
Other improvements: 
•architectures 
•training objectives  
•better data

InstructGPT (2022) Flan (2022)

J. Kaplan et al., "Scaling laws for neural language models." arXiv preprint arXiv:2001.08361 (2020) 
(Chinchilla) J. Hoffmann et al., "Training Compute-Optimal Large Language Models", arxiv (2022) 
V. Padmakumar et al., "Exploring the Role of Task Transferability in Large-Scale Multi-Task Learning", arxiv (2022) 
(UL2R) Y. Tay et al., "Transcending Scaling Laws with 0.1% Extra Compute", arxiv (2022) 
(Primer) D. So et al., "Searching for Efficient Transformers for Language Modeling", NeurIPS (2021) 
(UL2) Y. Tay et al., "Unifying Language Learning Paradigms", arxiv (2022) 
(GLAM) N. Du et al., "Glam: Efficient scaling of language models with mixture-of-experts", ICML (2022)
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Key findings

References: 
H. Chung et al., "Scaling Instruction-Finetuned Language Models", arxiv (Oct. 2022) 
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Instruction finetuning benefits from model scale and increasing the number of tasks 

•Scaling number of tasks brings diminishing gains, but finetuning (vs not) is effective at all scales 

Instruction finetuning on joint CoT and non-CoT data brings substantial benefits for reasoning tasks 

Instruction finetuning generalises across scales, model families (e.g. T5, PaLM) & objectives (UL2R) 

Instruction finetuning improves usability (as assessed by human annotators)  

Instruction finetuning is efficient (e.g. 0.2% of total compute for PaLM 540B for +9.4% gain) 

It is likely that instruction finetuning will be broadly useful for pretrained language models⟹



Flan finetuning: nuts and bolts
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Each model uses the same hyperparameters except 

Learning rate schedule is constant 

Finetuning is performed with Adafactor 

Packing (like T5) combines examples into a single sequence 

<EOS> token used to separate inputs from targets 

Masking used to prevent tokens attending across boundaries in the pack 

For each model, one checkpoint is used for all evaluations 

The implementation uses the JAX-based T5X framework

learning rate batch size dropout finetuning steps



Flan finetuning architecture configurations
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Finetuning data formats

References/image credits: 
H. Chung et al., "Scaling Instruction-Finetuned Language Models", arxiv (Oct. 2022)

Formats



Evaluation methods and metrics

References: 
H. Chung et al., "Scaling Instruction-Finetuned Language Models", arxiv (Oct. 2022) 
(MMLU) D. Hendrycks et al., "Measuring Massive Multitask Language Understanding", ICLR (2020) 
(BBH) M. Suzgun et al., "Challenging BIG-Bench Tasks and Whether Chain-of-Thought Can Solve Them", arxiv (2022) 
(TyDiQA) J. Clark et al., "TyDi QA: A benchmark for information-seeking question answering in typologically diverse languages", ACL (2020) 
(MGSM) F. Shi et al., "Language Models are Multilingual Chain-of-Thought Reasoners", arxiv (2022) 
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MMLU BBH evaluate under both direct and Chain-of-Thought (CoT) prompting

TyDiQA only measure direct prompting exact-match score (not passage highlighting)

MGSM only measure CoT prompting (direct prompting scores poorly)

Few-shot configurations follow prior work:

MMLU BBH TyDiQA MGSM5-shot 3-shot 1-shot 8-shot

A "normalised average" is reported for each model (in the style of BIG-Bench) 

The normalised average is the macro-average over six normalised scores:

MMLU-Direct MMLU-CoT BBH-Direct BBH-CoT TyDiQA-Direct MGSM-CoT


