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Overview

References: 
OpenAI, GPT-4 Technical Report (2023) 
(MMLU) D. Hendrycks et al., "Measuring Massive Multitask Language Understanding", ICLR (2021)

GPT-4 achieves human-level performance on various professional/academic tests 

Transformer: 

Key technical work: build infrastructure/optimisation that behaves predictably across scales  

Accurate prediction of aspects of performance with  of GPT-4 compute budget1/1000th

pre-training post-trainingnext token prediction reinforcement learning with human feedback

Passes bar exam at 90  percentile of test takers≈ th Significantly improves SotA on MMLU

hallucinations

no learning from experience

limited context window

Limitations Safety challenges

biasrisks disinformation over-reliance privacy

cybersecurity proliferation

interventions adversarial tests model-assisted safety pipeline



Scope Of Technical Report

Reference: 
OpenAI, GPT-4 Technical Report (2023)

OpenAI GPT-4 technical report covers: 

Excludes: 

Rationale: 

Note: committed to independent auditing

capabilities limitations safety

model size hardware training compute dataset construction training method

competitive landscape safety implications



= aCb + c

Predictable Scaling: Loss

References: 
OpenAI, GPT-4 Technical Report (2023) 
T. Henighan et al., "Scaling laws for autoregressive generative modeling", arxiv (2020)

Major focus: deep learning stack that scales predictably  

Rationale: extensive tuning on massive training runs infeasible
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Predicted final loss on internal code base 

(known to be outside the training set) 

Fitted scaling law (Henighan et al., 2020)           

            L(C)



Predicted pass rate on HumanEval 

(synthesise Python function from docstring) 

Fitted a further scaling law   

    

Group problem subsets by difficulty 

Plot results for one subset 

EP[log(pass_rate(C))]

→

Predictable Scaling: Coding

References: 
OpenAI, GPT-4 Technical Report (2023) 
M. Chen et al., "Evaluating large language models trained on code", arxiv (2021)

Predicting coding ability
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Some capabilities are hard to predict 

Inverse Scaling Prize - identified tasks 

where models worsen with greater scale 

Example task: hindsight regret 

Model is asked to evaluate whether a 

bettor acted to maximise expected value 

GPT-4 yields "U-shape" (Wei et al. 2022)

Less Predictable Scaling: Hindsight Neglect

References: 
OpenAI, GPT-4 Technical Report (2023) 
Inverse Scaling Prize: First Round Winners, https://irmckenzie.co.uk/round1 
J. Wei et al., "Inverse scaling can become U-shaped", arxiv (2022)

Hard-to-predict capabilities

Model

Hindsight Neglect (Inverse Scaling Prize)
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Ada Babbage Curie GPT-3.5 GPT-4

increasing model size

Predicting capabilities: important for safety
Plan: register predictions before training



When evaluating exam performance, the post-trained model variant was used 

No specialised training was performed for the exams 

Note: a minority of exam questions were seen during training 

Model is re-evaluated with these questions excluded (score updated if appropriate) 

Exams included: 

Images were included when questions required them 

Evaluation setup was developed on validation exams - final results on held-out exams

Capabilities: Professional Exams

Reference: 
OpenAI, GPT-4 Technical Report (2023)

Evaluation on exams designed for humans

multiple-choice questions free-form questions



Exams

Reference/image credits: 
OpenAI, GPT-4 Technical Report (2023)

Exam results (ordered by GPT-3.5 performance)
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GPT-4 achieves major gains



Capabilities: Academic Benchmarks

Reference/image credits: 
OpenAI, GPT-4 Technical Report (2023)

cc



Capabilities: 
Other Languages

Reference/image credits: 
OpenAI, GPT-4 Technical Report (2023) 
(MMLU) D. Hendrycks et al., "Measuring Massive Multitask Language Understanding", ICLR (2021) 
(Chinchilla) J. Hoffmann et al., "Training compute-optimal large language models", arxiv (2022) 
(PaLM) A. Chowdhery et al., "PaLM: Scaling language modeling with pathways", arxiv (2022)

Most ML benchmarks are in English 

To assess capabilities beyond English: 

MMLU is translated into other languages 

with Azure Translate

Beyond English

GPT-4 3-shot accuracy on MMLU across languages

GPT-4

90 %80 %70 %60 %50 %40 %30 %20 %10 %0 %
Accuracy →



Capabilities: User Intent And Evaluation

Reference: 
OpenAI, GPT-4 Technical Report (2023) 
(OpenAI Evals) https://github.com/openai/evals

GPT-4 improves on GPT-3.5 in carrying out 

the user's intent 

On 5,214 prompts, responses generated by 

GPT-4 were preferred for 70.2% of prompts

Improved ability to follow user intent

RLHF does not significantly enhance capabilities as assessed by multiple-choice exams: 

Average over all exams: 

Note: it is difficult to make a fair comparison on free-form answers

Base model: 73.7% RLHF model: 74.0%

OpenAI Evals framework - open-sourced 

Allows creation/execution of benchmarks 

Inspection of performance sample by sample 

Can track performance of deployed models

Evaluation framework



Capabilities: Visual Inputs

Reference/image credit: 
OpenAI, GPT-4 Technical Report (2023)

GPT-4 can process interleaved images and text 

Works well across domains:

Processing images

Documents with text & photos Diagrams

Screenshots



Limitations

Reference: 
OpenAI, GPT-4 Technical Report (2023)

GPT-4 exhibits similar limitations to earlier GPTs 

Importantly, it is not fully reliable (hallucinations/reasoning errors) 

Outputs should be used very carefully (esp. in high-stakes settings)  

Mostly lacks knowledge after Sep. 2021 (a little training data after then) 

GPT-4 has various biases which will take time to characterise 

A System Card is provided with the model

Overview of limitations of GPT-4

reasonable defaults (reflect broad swath of users' values)

allow customisation within bounds public input on allowable bounds

Aim:



Limitations: Factuality

Reference/image credit: 
OpenAI, GPT-4 Technical Report (2023)

Internal Factual Evaluation by Category 
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Limitations: TruthfulQA

Reference/image credit: 
OpenAI, GPT-4 Technical Report (2023) 
S. Lin et al., "TruthfulQA: Measuring how models mimic human falsehoods", arxiv (2021)

Accuracy on adversarially constructed questions
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TruthfulQA: Qualitative Behaviour

Reference/image credit: 
OpenAI, GPT-4 Technical Report (2023)



Calibration

Reference/image credit: 
OpenAI, GPT-4 Technical Report (2023)
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Expected Calibration Error : 0.7 %

GPT-4 Calibration Curve 
(MMLU subset, pre-trained model)

GPT-4 Calibration Curve 
(MMLU subset, post-trained model)
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Expected Calibration Error : 7.4 %



Risks And Mitigations: Adversarial Testing

Reference/image credit: 
OpenAI, GPT-4 Technical Report (2023)

GPT-4 poses risks like smaller models (harmful advice, buggy code, incorrect claims etc.) 

However, its greater capabilities also bring further risks 

OpenAI engaged over 50 domain experts to adversarially evaluate the model: 

Includes risks for advanced AIs:  

Findings informed mitigations and improvements to the model 

Example: extra data to help GPT-4 refuse requests for how to make dangerous chemicals 

Adversarial Testing via Domain Inputs

long-term AI alignment cybersecurity biorisk international security

power seeking



Red Teaming (Qualitative)

Reference/image credit: 
OpenAI, GPT-4 Technical Report (2023)

Expert Red Teaming Example 



Model-Assisted Safety Pipeline

Reference: 
OpenAI, GPT-4 Technical Report (2023) 
A. Glaese et al., "Improving alignment of dialogue agents via targeted human judgements", arxiv (2022) 
E. Perez et al., "Red teaming language models with language models", arxiv (2022)

Post-trained (RLHF) models still exhibit undesirable behaviour on both safe and unsafe inputs 

Can occur when instructions to labellers were were underspecified in RLHF data pipeline 

Undesirable behaviour: 

Approach to safety: 

RRBMs - zero-shot GPT-4 classifiers that provide extra signal to the policy model 

RRBM classifier: 

 E.g. rubric can specify categories like 

GPT-4 can be rewarded according to outcomes (prior work: Glaese et al.; Perez et al. (2022))

Model-Assisted Safety Pipeline

excessive hedging refuse innocuous requestsadvice on crimes

extra RLHF training prompts rule-based reward models (RRBMs)

prompt policy model output human rubric output category

"refusal in desired style" "refusal in undesired style"



Reduced Refusal (Qualitative Example)

Reference/image credit: 
OpenAI, GPT-4 Technical Report (2023)

Reduced Refusal On Allowed Category - Example



Improvements On Safety Metrics

Reference/image credit: 
OpenAI, GPT-4 Technical Report (2023) 
S. Gehman et al., "RealToxicityPrompts: Evaluating neural toxic degeneration in language models", arxiv (2020)
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On RealToxicityPrompts dataset:

GPT-3.5

GPT-4

6.48% toxic outputs

0.73% toxic outputs

Note: "Jailbreaks" still exist for GPT-4 

Mitigations:

monitoring for abuse

fast iterative model development pipeline 


